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Highlights 

 The most popular BPS tools, namely TRNSYS, EnergyPlus and IDA ICE, are compared 

 Two different small-scale solar test boxes were employed for the accuracy assessment 

 The comparison was developed both in the presence and absence of a PCM module on the floor 

 Warm, intermediate and cold periods were considered for the comparison 

 All tools are highly accurate in the absence of PCM, while IDA ICE use is recommendable in the 

presence of PCM 
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Abstract 

For the design of new buildings or buildings undergoing major renovations, the use of building performance 

simulation (BPS) tools is a key instrument to sizing the envelope or to select the best solution to be 

integrated. Nowadays, many BPS tools are available and are used by researchers and designers, each of 

which was independently validated, by considering different operating conditions, and rarely were directly 

compared in the same conditions. The objective of this work is to evaluate the prediction accuracy of the 

most popular BPS tools, namely TRNSYS, EnergyPlus and IDA ICE, by means of a comparison of the 

simulated results and the experimental measurements detected under real operating conditions. For this issue, 

two different small-scale solar test boxes (STBs) with one glazed wall exposed to the outdoor environment 

of Rome were employed for the experimental investigation. The envelope of the reference STB is insulated 

and made by conventional materials. In the other case, the STB floor is equipped also with a commercial 

phase change material (PCM) panel. Both STBs were equipped with a data acquisition system to detect the 

internal air temperature, the glass external and internal surface temperature and, for the PCM-based STB, 

also the PCM floor internal surface temperature. 

A wide description and comparison of the mathematical models used by the three BPS tools are provided, 

followed by a geometric, weather data, technical and heat transfer parameters alignment was developed to 

put all the tools in the same conditions. Three different experimental campaign periods were considered and 

used for the evaluation of each BPS tool accuracy. 

Some common accuracy indices were used for the comparison, such as the R2, RMSE and normalized 

RMSE, and an overall accuracy index that summarizes the previous ones in the different experimental 

campaign periods. The results have shown have highlighted the most accurate mathematical models for the 

prediction of the dynamic thermal behaviour of the STB in the absence and presence of a PCM. In the 

absence of PCM in the STB, all the three tools are comparable providing high overall accuracy index in all 

periods with a rank variable as a function of the period owing to the different treatment of the solar radiation 

modelling. In the presence of PCM in the STB, IDA ICE leads to the highest overall accuracy index in all 

periods. Unlike to IDA ICE, TRNSYS and EnergyPlus do not take into account the PCM hysteresis 

phenomenon. Instead, TRNSYS model provides the worst accuracy since it neglects both hysteresis and 

phase change temperature range, that is instead implemented both in IDA ICE and EnergyPlus. However, 

TRNSYS predictions can be retained acceptable for a preliminary evaluation since only low data and very 

low computational cost is required. 

 

Keywords: Building performance simulation; TRNSYS; EnergyPlus; IDA ICE; Experimental campaign; 

Accuracy 

 

1. Introduction 

The buildings sector is the largest energy-consuming sector, accounting for over one-third of final energy 

consumption globally and an equally important source of carbon dioxide (CO2) emissions [1]. The energy 
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intensity per square meter of the global buildings sector needs to improve on average by 30% by 2030, 

compared to 2015, to be on track to meet global climate ambitions set out in the Paris Agreement [2]. Rapid 

deployment of energy-efficient and low-carbon solutions and construction for buildings can help put the 

world on a sustainable trajectory. Some of the technologies needed to transform the buildings sector are 

already commercially available and cost-effective, with payback periods of less than five years. The potential 

of these technologies is normally estimated by using Building Performance Simulation (BPS) tools, which 

has become a key instrument in the evaluation of the building energy demand and thermal comfort. As 

regards new buildings, they allow a user to design properly the envelope, while in the case of buildings 

undergoing major renovation permit to identify the most properly interventions to reduce energy needs and 

improve the indoor thermal comfort. Over the past 50 years, according to the literature review, many 

dynamic simulation tools were developed [3, 4]. The main differences between the BPS tools are represented 

by the mathematical models employed to predict the conductive, convective and longwave and shortwave 

radiative heat transfer between the external envelope and the indoor and outdoor environments [10-12]. In 

addition to having sophisticated models, researchers usually choose which software to use to perform 

thermal dynamic simulations of buildings as a function of flexibility in the extension of the standard library, 

execution speed, difficulty of use and possibility of access to the source code. The BPS tools can be 

classified as general-purpose or special-purpose simulation tools. By means of the first typology of tools, the 

users can define proper mathematical models making them more flexible with the disadvantage of difficulty 

of use and low execution speed. Instead, in the second typology of tools, different predefined standard 

simulation problems are available and permit to obtain a high execution speed, with the disadvantage of 

lower flexibility in the simulation of non-standard problems. Consequently, the two typologies differ mainly 

for source code access and modification mode, and simulation control capability.  

By considering the requirements for accurate, flexible, easy and high execution speed dynamic simulations, 

among the tools available, TRaNsient SYstem Simulation 17 (TRNSYS) [5], EnergyPlus 8.6 [6] and IDA 

Indoor Climate and Energy (ICE) [7] have nowadays become the most widespread. 

TRNSYS and IDAICE fall into the first typology, while EnergyPlus in the second one. TRNSYS, developed 

at the Solar Energy Laboratory of the University of Wisconsin-Madison, is a flexible transient system 

simulation program for complex systems with a modular structure, characterised by the division of a problem 

into a series of smaller subproblems contained in specific components or Types. In addition, new models can 

be compiled into new components and introduced in the TRNSYS library. TRNbuild [8] is an interface for 

the geometric, thermal and optical definition of a specific building. IDA ICE is a flexible whole-building 

performance simulation tool, developed at Department of Building Sciences (Stockholm), which works with 

symbolic equations instead of variable assignments, and therefore it is relatively easy to extend the existing 

modelling functionality. EnergyPlus, developed by the U.S. Department of Energy, is a whole building 

energy simulation program based on a modular structure that has shown a continuous enhancement in the 

possibility of adding validated new models. DesignBuilder [9] provides an easy-to-use interface to develop 

building designs from concept through to completion.  

The selected tools have been extensively used for this purpose and were individually validated. However, 

these validations were obtained for different climatic conditions and buildings. For this reason, it is not 

possible to make a direct comparison of their prediction with the current findings and knowledge. In 

addition, in the last years, new materials were proposed to improve the thermal response of building 

envelope in the winter and summer period, such as phase change materials (PCMs), green roofs and facades, 

cool materials, vacuum super insulation materials and so on. For this issue, the abovementioned tools have 

integrated into own library new simulation subroutines able to predict the thermal response of buildings 

containing these innovative materials. In particular, passive cooling and heating by means of PCM 

application in walls off er high potential to improve the building dynamic and energy performance [13] and 

have attracted the attention of many researchers, for the development of mathematical models [14] and 

companies for the production of PCM-based products. For researchers and designers, the BPS tools are 
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fundamental to appropriately characterize and integrate PCM into the building envelope. The simulation 

subroutines developed by the abovementioned tools employ different mathematical models for PCM thermal 

behaviour prediction and, consequently, it is necessary to evaluate which approach is the most appropriate. 

In several studies, these subroutines were validated and extensively used to evaluate the behaviour of PCM 

in buildings. In particular, IDA ICE PCM tool was validated in previous work by employing the same STB 

used in this research [15, 16]. Instead, Type 1270 of TRNSYS was validated by Jayalath et al. [17] and 

Panayiotou et al. [18], while EnergyPlus PCM tool by Tabares-Velasco et al. [19]. All tools have shown a 

good agreement with the experimental data despite the different assumptions. The previous researches were 

conducted considering real operating conditions in an outdoor environment or thermally controlled test 

boxes. Consequently, nonetheless the large employment of BPS tools, there is a gap in the knowledge of the 

result accuracy provided by the different models in the same conditions.  

In the literature, to the best knowledge of the author of this article, it is not present a direct comparison 

between the different BPS tools and experimental data detected both in the absence and in the presence of 

PCM. 

For this purpose, the research aims to evaluate the effect produced by the different building simulation 

models implemented in the BPS tools considered on the prediction accuracy. Two solar test boxes with and 

without PCM were used for the experimental campaign developed in a warm, intermediate and cold period. 

First of all, an alignment between the geometric, climatic data, technical parameters were made in TRNSYS, 

EnergyPlus and IDA ICE, to attribute the deviations of the results only to the model accuracy. To evaluate 

the BPS accuracies, for the different experimental campaign periods and measured STB temperatures, a 

group of some of the most common metrics, such as the coefficient of determination (R
2
), root mean square 

error (RMSE), and normalized RMSE, were used. Finally, both in the absence and in the presence of PCM, a 

BPS ranking is provided based on the use of a synthetic overall index independent of the period considered. 

 

2. Methodology 

In this Section, the solar test boxes designed to make a comparison between the predictions of the three 

dynamic simulation tools considered, namely TRNSYS, EnergyPlus, and IDA ICE, are presented. For this 

issue, the geometrical and thermophysical properties of the solar test boxes in the absence and presence of 

PCM are presented in Section 2.1. A list of data acquisition devices in the indoor and outdoor environment is 

also reported. Moreover, the outdoor climate data measurements in the selected periods are described in 

Section 2.2. Subsequently, a direct comparison between the different mathematical models used by the three 

tools for the thermal exchange prediction through the STBs is reported in Section 2.3.  

Finally, the accuracy indices used to identify the most accurate tool are defined in Section 2.4. Figure 1 

reports a schematic view of this research content. 

 

Figure 1 – Schematic view of the experimental and simulation campaign. 

 

The figure shows, both for the reference and PCM-based STB, the selected periods in which the three tools 

are compared each other with the experimental results, the thermal measurements and the accuracy indices 

employed for the comparison 

 

2.1 Experimental equipment 

Figure 2 shows the reference Solar Test Box STB employed for the experimental comparison of the three 

BPS tools, built at the ESTER laboratory of the University of Rome “Tor Vergata”. An identical STB was 

also considered with a PCM layer placed on the internal surface of the floor. 

 

Figure 2 – Real 3D view, and 2D section planes and views of the PCM-based solar test box. 
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The two STBs are raised of 75 cm above the basement by wooden trestles. They have dimensions 1.00 × 

0.60 × 0.55 m externally and 0.872 × 0.424 × 0.374 m internally, starting from which the wall thicknesses 

can be deducted as shown in Figure 2. All the external walls consist, from the external side to the internal 

one, of a plywood layer of 0.008 m and an insulation layer of 0.08 m. Only the southern opaque wall is 

different since at the beginning the window system was greater [15] and successively was covered by a 

plywood panel to obtain a reduced window area. This allowed us to control the solar heat transfer through 

the window and incident on the floor to guarantee the reaching of the phase change temperature on the floor 

triggering the phase change process. Therefore, in this circumstance, the southern wall consists of a 

boundary part with the same stratigraphy of the other orientations and another part, devoid of insulation, 

composed by plywood and window system from the external side to the internal one, with a thermal 

transmittance of 1.345 W/m
2
 K.  

Being the external wall stratigraphies highly insulated with a thermal transmittance of 0.280 W/m
2
 K, the 

main contribution on the indoor thermal zone balance is represented by the solar radiation penetrating 

through the window wall. The window system is constituted by a clear double glazed pane, 4-12-4 mm, with 

a thermal transmittance of 2.712 W/m
2
K, solar heat gain coefficient of 0.76 and a normal solar transmission 

coefficient of 0.70. The dimensions 0.20x0.30 m of the southern exposed glassed surface were made to 

obtain STB indoor temperature around the phase change temperatures of the PCM such as to activate the 

latent storage phenomenon and to avoid damages to the PCM panel owing to high temperatures.  

The thermophysical (density r, thermal conductivity λ and specific heat capacity cp) properties and longwave 

and shortwave optical properties (emissivity ε and absorptivity α) of the materials are resumed in Table 1. 

 

Table 1: Thermophysical and optical properties of the wall layers of the solar test box. 

 

The PCM panel considered is the SP21E provided by the RUBITHERM, Technologies GmbH, and it has 

dimensions of 0.45x0.30x0.015 m [20]. The PCM thermophysical properties in the liquid and solid phases 

are listed in Table 2.  

 

Table 2: Thermophysical properties of the PCM layer. 

 

The panel is coated with an aluminium casing treated on the surface to make it anti-corrosive and contains 2 

kg of microencapsulated inorganic PCM. To take into account the real PCM quantity of 2 kg inside the 

aluminium case, an equivalent thickness of 0.0102 m was calculated, by excluding capsule and air gaps 

volume. The optical properties of the aluminium are emissivity of 0.60 and absorptivity of 0.40 [21]. Finally, 

the specific heat capacity and the enthalpy curves as a function of the temperature, both in the heating fusion 

process and cooling solidification process are shown in Figure 3. 

 

Figure 3 – Enthalpy and specific heat capacity as a function of the temperature for a heating and cooling 

process. 

 

The PCM presents a moderate hysteresis since the fusion and solidification enthalpy curve are not 

overlapped, with fusion and solidification peak temperatures of respectively 20 °C and 22 °C. The overall 

latent energy stored during a complete solidification/fusion process is 129 kJ/kg. 

A value of 0.5 vol/h is employed to summarize the external air infiltration flow rate taking into account the 

sealing level of the test box [15].  

The use of this STB with reduced dimensions and internal volume permits to amplify the effects produced by 

the PCM module on the thermal behaviour into the STB. 
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2.2 Description of the short-term monitoring campaigns selected 

Each STB is equipped by a measurement system and the ESTER lab owns a weather station located in 

proximity to the STBs. Table 3 lists the thermal quantities measured, the devices employed and the accuracy.  

 

Table 3 – Measurement devices in the solar test box and outdoor environment. 

 

Further details on the measurement and sensors location can be found within previous works [15, 16]. 

Three different short-term monitoring periods were considered, characterized by a high range of variability 

of the ratio of horizontal global solar radiation and the corresponding extraterrestrial one, namely the daily 

clearness index, between of 0.09 and 0.68: 

 the first experimental campaign ranges between 26th September at 11:00 to the 30th of September at 

11:00 with a daily clearness index between 0.55 and 0.68; 

 the second experimental campaign ranges between 21st November at 11:00  to the 24th of November at 

8:00 with a daily clearness index between 0.38 and 0.57;  

 the third experimental campaign ranges between 5th December at 14:00 to the 9
th
 of December at 9:00 

with a  daily clearness index between 0.09 and 0.63. 

In this way, different solar irradiance conditions are considered to make the comparison more 

comprehensive. Figure 4 reports all the outdoor climate data in the selected periods. 

 

Figure 4 – Weather conditions in the three periods of the experimental campaign. 

 

The external air temperature is moderately different in the three periods considered and it ranges between 

14.7 °C and 26.0 °C in the first experimental campaign, 11.5 °C and 21.6 °C in the second experimental 

campaign, and 2.8 °C and 17.5 °C in the third experimental campaign.  

The high range of variability of the clearness index permitted to consider different climate conditions in the 

analysis developed. Instead, a direct comparison between the equivalent external air temperature [22] and the 

fusion and solidification peak temperatures, as shown in Figure 5, has permitted to preliminarily identify 

different PCM behaviours. 

 

Figure 5 – Equivalent external air temperature in the three experimental campaigns compared with the 

melting and solidification peak temperatures. 

 

The figure highlights that the phase change phenomenon is activated in all days of the three periods, except 

in the first day of December, when the PCM stays always in the solid phase, being the equivalent external air 

temperature always higher than the melting peak temperature. In the other days, different amplitudes of the 

thermal waves in the heating and cooling processes are observed. For this reason, in the different days of the 

three periods, the PCM layer is entirely or partially melted or solidified as a function of the daily thermal 

excursion available.  

 

2.3 Solar test box heat transfer models 

The described STB was geometrically and thermally modelled within three popular building performance 

simulation tools, namely TRaNsient SYstem Simulation (TRNSYS) 17, EnergyPlus 8.6 and IDA Indoor 

Climate and Energy (ICE) 4.8. These tools employ different mathematical models, more or less 

sophisticated, to describe the heat transfer between the building envelope and the outdoor and indoor 

environment according to the three mechanisms of conduction, convection, and radiation [10-12]. Hereafter, 

all the mathematical models used by the three tools are described and compared. 

The thermal balance of the STB thermal zone devoid of the HVAC system can be expressed by the Eq. (1). 
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This equation quantifies the overall convective thermal power QSTB that is transferred by the air node by 

determining the change of internal energy of zone. In Eq. (1), C is the heat capacity of the air, Qinf is the 

infiltration heat gain (air flow from outside only) and Qs,i is the convective gain from internal surfaces. For 

the STB, Qs,i is the sum of the convective gains coming from the opaque surface differently oriented and 

from the glass surface exposed to South Qg,i: 

 

                                                                       

 

For the reference STB, the floor convective gain Qf is the product between the heat flux qf and the relative 

surface area Sf. For the PCM-based STB, the floor convective gain Qf is the sum of that coming from the 

PCM surface qPCMSPCM and that coming from the surface devoid of PCM q’f (Sf - SPCM). 

To determine the generic convective heat flux q, the heat conduction through the wall is solved by imposing 

the heat balance equations on the external and on the internal surfaces. 

 

2.3.1 Heat balance equation on the internal surface 

The heat balance involving the inside surfaces of the STB can be written as follows: 

 

                                                                                       

 

where, qsol,i is the transmitted solar radiation through the windowed walls absorbed by the internal surface, 

qlw,i is the net longwave radiant exchange heat flux between zone surfaces, qcv,i is the convective heat flux to 

zone air, and qcd,i is the conduction heat flux through the wall at the interface with the zone air. 

 

2.3.1.1 Convective thermal exchange 

The internal convective heat flux is calculated as a function of the internal surface convective heat transfer 

coefficient hc,i: 

           (         )                                                             

 

The three BPS tools mainly differ on the basis of the options and flexibility offered to set the internal surface 

convective heat transfer coefficient. 

For example, TRNSYS permits to set the internal convective heat transfer coefficient as a constant, input or 

scheduled value. The input value permits to implement any equation model available in the scientific 

literature. Alternatively, an internal calculation model can be active which consists of using the following 

equation: 

 

        (         )
 
                                                              

 

where, K and Y depend on the surface inclination and heat flux direction. 

In an analogous manner to this latter TRNSYS option, IDA ICE calculates the internal surface convective 

heat transfer coefficient as a function of the temperature difference between the air and the surface and the 

slope of the surface. Unlike to IDA ICE and TRNSYS, the adaptive convection algorithm of EnergyPlus 

provides many different models based on correlations for natural, mixed, and forced convection, depending 

on the surface orientations, room airflow conditions, and heat flux direction. The adaptive convection 
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algorithm implemented in EnergyPlus for the inside face has a total of 45 different categories for surfaces 

and 29 different options. 

2.3.1.2 Longwave radiative thermal exchange 

In all the BPS tools, a cavity composed of grey surfaces is considered with surface emissivities and 

reflectivity independent of wavelength and direction. 

TRNSYS detailed mode employs the Gebhart method, which by means a so-called Gebhart factor evaluates 

the radiation absorbed by a surface coming by another generic surface, by considering all the possible paths 

and also the multiple reflections. The net absorbed longwave radiation in a matrix form is calculated as 

follows: 

 

       (     
 )    ̂  {  [              ] }    ̂                                   

where, Qlw,i is net absorbed longwave radiation vector, Glw the Gebhart matrix, which is a function of the 

emissivity ε, reflectivity ρ and view factor F matrices, A the diagonal matrix of surface area, and T the 

surface temperature vector. 

EnergyPlus includes the Hottel method based on the calculation of the “ScriptF” matrix. This matrix contains 

the exchange coefficients that describe the thermal exchange between all the surfaces following all exchange 

paths and considering all reflections, absorptions, and re-emissions. The generic net longwave radiation 

exchange between the surface i and surface j is calculated with the following equation: 

 

            (  
    

 )                                                                            

where     is the ScriptF coefficient between surfaces i e j. 

Analogously, in IDA ICE a net longwave absorption matrix psilw,i, containing all cavity geometrical and 

optical properties, is used to calculate the net absorbed longwave radiation Qlw,i, obtained as a difference 

between the irradiance onto one surface and the radiosity: 

                                                                                            

Where, Wb is the black body emissive power. 

 

2.3.1.3 Shortwave diffuse radiative thermal exchange 

In the detailed mode of TRNSYS, a so-called solar Gebhart matrix         is considered in adherence at the 

treatment of the longwave radiation. By considering all direct and multi reflecting paths, this matrix allows 

evaluation of the fraction of transmitted solar radiation through a surface that reaches another surface and it 

is not reflected.  

The absorbed diffuse solar radiation in the cavity         is: 

                
           [                  ]                                                

where, Qdif is net absorbed shortwave radiation vector,         the solar Gebhart matrix, which is a function 

of the reflectivity ρ and view factor matrices F, A the diagonal matrix of surface area, and Idif the diffuse 

solar radiation transmitted through the window surface. 

Also IDA ICE considers a net shortwave net absorption matrix psisw to calculate the net short-wave radiation 

absorbed Qdifsol: 
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EnergyPlus is the least accurate since distributes the diffuse solar radiation through the window surface Ag 

on the internal walls in proportion to the product αiAi, with αi absorptivity and Ai area of the i-th surface 

according to the following equation: 

          
    

∑    
                                                                   

 

2.3.1.4 Shortwave direct radiative thermal exchange 

TRNSYS allows the treatment of the shortwave direct radiation in a sophisticated manner since employs a 

detailed mode, which is based on a primary distribution of the direct solar radiation through the window wall 

by means of the insolation matrices calculate by the auxiliary program TRNSHED. These matrices contain 

the beam sunlit fractions for each cavity internal surface for all the patches of the celestial hemisphere. In 

this way, at each time step, the matrix row is selected as a function of the actual sun position. Once the 

primary direct solar radiation was distributed on the internal surfaces, the reflected part is considered diffuse. 

In a similar way to TRNSYS, EnergyPlus assumes that all transmitted beam solar can befall on each surface 

of the cavity, including floor, walls, and windows, by projecting the sun's rays through the exterior window. 

For this issue, by means of shadowing routines, it calculates an overlap area, irradiated area by the beam 

solar radiation of the internal surfaces projected on the exterior window, as a function of the sun position, the 

geometry of the window, the geometry of the interior surfaces, and the location of the window with respect 

to the interior surfaces. For the purposes of the surface heat balance calculation, any beam solar radiation 

absorbed by a surface is assumed to be uniformly distributed over the surface. Finally, IDA ICE presents the 

least accurate model since the direct solar radiation is considered as diffuse after the crossing of the window. 

 

2.3.2 Heat balance equation on the external surface 

The heat balance involving the outside surfaces of the STB can be written as follows: 

 

                                                                                

 

where qsol,e is the direct and diffuse solar radiation absorbed by the external surface, qlw,e is the net longwave 

radiation heat flux exchange with the surroundings, qcv,e is the convective heat flux to the external air, and 

qcd,e is the conduction heat flux through the wall at the interface with the outdoor environment. 

 

2.3.2.1 Convective thermal exchange 

The external convective heat flux is calculated as a function of the external surface convective heat transfer 

coefficient hcv,e: 

           (         )                                                              

 

The three BPS tools mainly differ on the basis of the options and flexibility offered to set the external surface 

convective heat transfer coefficient 

For example, IDA ICE is the least flexible since hcv,e is determined by employing the following correlation: 

           *   (
 

      
)
 

+                                                            

where, the local wind velocity V at the leeward side is calculated as a function of the free-stream wind speed 

Vf : 
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and a, b and c are constant coefficients: 

{
                              

 

 

                              
 

 

                                                      

 

Unlike to IDA ICE, EnegyPlus and TRNSYS contain a width list of models and options of different 

complexity and approximation for the calculation of hc,e. 

In EnergyPlus, the options included are:  

 SimpleCombined: uses surface roughness and local surface wind speed; 

 Detailed, BLAST, and TARP: sum of a forced and a natural component, calculated respectively by 

taking into account the surface roughness and local wind speed, and the difference between the external 

surface and air temperatures and inclination of the wall; 

 MoWiTT: applicable to very smooth and vertical surfaces, e.g. window glass, and depends on the wind 

speed at the height above ground and difference between the external surface and air temperatures, and 

distinguish between windward and leeward surface placement; 

 DOE-2: is a combination of the MoWiTT and BLAST Detailed convection models; 

 AdaptiveConvectionAlgorithm: identify four different surface categories dependent on wind and heat 

flow directions; also in this case, the convective heat transfer coefficient is split into two separate models 

for forced and natural convection. 

In TRNSYS, the external convective heat transfer coefficient can be set as a constant, input or scheduled 

value. The input value permits to implement any equation model available in the scientific literature. 

Alternatively, an internal calculation model can be active which consists of using the following equation: 

 

                    
                                                                

 

where, K and Y depend on the surface inclination and heat flux direction. 

 

2.3.2.2 Shortwave radiative thermal exchange 

All three tools use the following equation to evaluate the absorbed solar radiation by the external surface. 

 

                                                                         

 

Where, αe is the external surface absorptivity, Gb, Gd, and Gr are the beam, diffuse and reflected solar 

radiation on the inclined surface. 

 

2.3.2.3 Longwave radiative thermal exchange 

The wall is considered as a grey body, while the ground, sky, and air are considered as black bodies.  

In EnergyPlus, the net longwave radiative heat flux at the building exterior surface is schematized as the sum 

of components due to radiative exchange with the ground        , sky        , and air        : 

 

                             

          ( 
 
      

   )           ( 
 
      

   )           ( 
 
      

   )           

In Eq. (5), F are the view factors, εs,e emissivity of the external surface and σ Stefan-Boltzmann constant. 

The exchange with air permits to take into account the effect of the longwave radiation absorption owing to 

the water vapour and other compounds such as CO2 in the atmosphere. The sky view factor is reduced and 

this reduction is attributed to the air view factor as a function of the surface inclination [23].  

                  



11 
 

Instead, TRNSYS considers a fictive temperature of the surroundings Tfsky, calculated as the weighted mean, 

by the respective view factors, of the sky and ground temperatures      and     : 

      (      )                                                                     

The net longwave radiative heat flux at the building exterior surface is computed by considering a sole 

component: 

             
 
       

                                                                 

Finally, in IDA ICE the net longwave radiation between the exterior surfaces and the ground and the sky is 

calculated by considering only the first two terms of Eq. (19). 

 

2.3.3 Conductive in the opaque walls 

The conductive heat transfer phenomenon in an opaque wall subject to the boundary conditions on the 

external and internal surface previously described is differently modelled and solved with different 

algorithms. TRNSYS employs a black box method based on the transfer function or response factor 

relationships defined from surface to surface. This method uses the historical time series of the surface 

temperature and heat flux values, until to p previous time instants, of which p values of the coefficients as, bs, 

cs and ds are determined using the z-transfer function routines. 

 

      ∑  
  

 
    ∑  

  
 
    ∑  

  
 
    

   

   

   

   

   

   

                                          

      ∑  
  

 
    ∑  

  
 
    ∑  

  
 
    

   

   

   

   

   

   

                                        

 

In EnergyPlus, the user can choose between two different approaches: the Conduction Transfer Function 

CTF method and the Conduction Finite Difference Solution Algorithm. The first method is analogous to that 

of TRNSYS and differs only for the method used for CTF calculation, namely the state space method. The 

second one was added to simulate materials with variable thermal conductivity and specific heat capacity 

with the temperature, and a semi-implicit Crank-Nicholson scheme and a fully implicit scheme can be 

chosen to solve the equation system. For an internal node, the fully implicit formulation is expressed by the 

following equation: 

 

     
  

      
 

  
 

 

 
(      

    
      

   

  
       

    
      

   

  
       

    
    

 

  
       

    
    

 

  
)       

Finally, also IDA ICE uses a finite difference method, but with only three internal nodes, based on an RC 

network model with three capacitances to reduce the computational cost of the simulation. To choose the 

node position, an optimization subroutine is implemented to minimize the sum of the squares of the 

deviations obtained when the numerical solution is compared with the analytical solution to harmonic 

boundary conditions for different frequencies. 

 

2.3.4 Optical and thermal transfer in the windowed walls 

Both TRNSYS and EnergyPlus employ a detailed optical and thermal model of windows. In particular, a 

layer-by-layer approach is considered to determine the temperature of each glass pane that composes the 
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window system. These temperatures are calculated by considering the following optical and thermal 

phenomena: 

 the direct and diffuse solar radiation transmitted, reflected and absorbed coming from the outdoor 

environment; 

 the diffuse shortwave radiation coming from the indoor environment reflected by the walls; 

 the convective, conductive and longwave radiative heat transfer between the individual panes and with 

the indoor and outdoor environment. 

As regards the optical transfer, a link with WINDOW 4.1 program [24], created by Lawrence Berkeley 

Laboratory (USA), permits to develop, for windows with up to six panes, a detailed calculation of reflection 

between the individual panes and the absorption and transmission of each pane. This calculation is 

performed hemispherically for diffuse radiation and in steps of 10° incidence angle for direct solar radiation. 

In addition, WINDOW provides the optical spectral data in the entire visual and solar bands, the thermal 

properties of the gas fillings, the glazings conductivity and emissivity, and the thermal transmittance for 

different wind speeds and external air temperatures. 

Also as regards the thermal transfer, TRNSYS and EnergyPlus employ an analogous approach. In particular, 

they consider separately the conduction, convection and longwave radiation between the individual glass 

panes. In both cases, pane temperatures are determined by means of an iterative procedure, to update the 

convective and radiative heat transfer coefficients, that is stopped when the change of pane temperatures is 

lower than a specified tolerance. In EnergyPlus, the window glass pane temperatures are determined by 

solving the heat balance equations on each glass face every time step. For a window with N glass layers, 

there are 2N faces and therefore a system of 2N equations to solve. The value of the inside face temperature 

T2N permits to calculate Qgl that participates in the Eq. (2).  

In TRNSYS, once that the individual pane temperatures and all of the heat fluxes through the glazings are 

known, the overall absorbed shortwave radiation is calculated and successively distributed to the surface 

internal and external nodes. In this way, the window model allows determination of the heat fluxes of the 

two-node model, of which that internal one intervenes in the heat balance equation, Eq.(3), of the air node. 

The two nodes are correlated by means of the heat conduction equation, Eqs. (22) and (23), by considering 

the coefficients as, bs, cs and ds equal to zero for k>0 and equal to the glass thermal transmittance Ug for k=0. 

The IDA ICE implements the simplified model for the window system that divides the solar radiation 

entering through a window into two parts: that directly transmitted and distributed as shortwave radiation to 

the zone; that first absorbed and then released to the zone as longwave radiation and convection. In 

particular, the total solar heat gain is calculated by considering the direct radiation reduced by a factor, which 

depends on the angle of incidence, and the diffuse radiation reduced by a constant hemispherical factor. 

Starting from this solar contribute and that coming from the indoor environment, the overall solar radiation 

absorbed in the window is calculated. Finally, the heat balance equations on the two outermost surfaces are 

solved. 

In conclusion, both TRNSYS and IDA ICE aims to evaluate the overall solar radiation absorbed by the 

window system: in the first case in a detailed manner and in the second case in a simplified manner. 

Successively this absorbed solar radiation is split equally on the two boundary faces and the surface heat 

balance equations are solved. Instead, EnergyPlus considers the heat balance equation of each face of each 

glass pane and the solar radiation absorbed by each glass pane is equally divided on the two faces of the 

glass pane. EnergyPlus includes an alternate simplified model that reuses the layer-by-layer approach but 

converts an arbitrary window performance into an equivalent single layer. 

 

2.3.5 Phase change material 
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The three BPS tools implement different approaches and models to predict the latent heat storage in a PCM 

layer. In particular, the models implemented are the lumped method coupled with the quasi-heat source 

method for Type 1270 of TRNSYS, the enthalpy method for EnergyPlus and the enthalpy method with 

hysteresis for IDA ICE. 

Type 1270 [25] is a very simple PCM model: it is designed to interact with Type 56 (building model) when 

the PCM layer is integrated into an internal wall that is in contact on both boundary surfaces with a thermal 

zone. Consequently, Type 1270 cannot be used when the PCM layer is in direct contact with thermal air 

node and the wall is in contact with the outdoor environment. 

The wall containing the PCM is split into two parts (see Figure 6) consisting of only standard layers: one 

located on the right side and the other one on the left side of the PCM layer. Type 1270 models the PCM 

layer with a sole node, considers constant density, specific heat capacity and thermal conductivity with the 

temperature and in the two phases and, during the phase change phenomenon, constant melting/solidification 

temperature associated with a latent heat of fusion. Consequently, hysteresis and subcooling phenomena and 

the storage/release of the latent heat in a temperature range are excluded. 

The Type 1270 has the task to calculate at each time step the PCM temperature as a function of the energies 

coming from the right and left side of the PCM layer Qr,i and Ql,i, which in turn depend on the same PCM 

temperature. Then, a feedback loop at each time step is created, as shown in Figure 6, where the Qr,i and Ql,i 

outputs of Type 56 are sent as input to Type 1270. This Type returns the PCM temperature that is employed 

by Type 56 to calculate Qr,i and Ql,i as long as the convergence is reached.  

  

Figure 6 - Model and simulation scheme in TRNSYS for the integration of a PCM layer into an opaque 

internal wall. 

 

To calculate the PCM temperature three circumstances can be highlighted: when the PCM layer a) is totally 

liquid, b) totally solid or c) in phase change. Both in case a) and b), the PCM temperature at the successive 

time instant     
   

 is calculated with the following equation: 
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Where,     
 
 is the PCM temperature at the current time instant, mPCM PCM mass, and cp,PCM PCM specific 

heat capacity at solid or liquid state. In the case c), during the phase change, the PCM temperature is 

maintained constant at own melting temperature and the latent heat of fusion is compared with the overall 

energy coming from both sides of the layer. If the PCM layer cannot totally store this energy since the PCM 

latent storage capacity has been exceeded, then the phase change process is complete and the energy in 

excess is attributed to sensible storage in the layer with the PCM temperature calculated with Eq. (25). If the 

overall energy coming from both sides of the layer can be totally stored by the PCM layer, then the overall 

energy absorbed or released is recorded and a new value of the liquid fraction is computed by maintaining 

the PCM temperature constant. 

This Type cannot be used to simulate the STB in which a PCM layer is placed on the internal surface of the 

floor since the PCM is in direct contact with the thermal air node and the floor is an external wall. 

For the scopes of this research, the Type 1270 functioning was modified, see Figure 7. The external wall is 

split again into two standard layers: on the outermost side, the standard layer is in direct contact with the 

outdoor environment while on the innermost side with the indoor environment. The energy coming from the 

right side Qr,e is calculated with Type 56 in a similar manner of the previous case. Instead, the energy coming 

from the left side Ql,e is calculated by solving the equivalent electric circuit that described the heat transfer 

from the outdoor environment until the PCM node. In particular, the electric circuit models all the thermal 

exchanges between the outdoor environment and the external surface wall and the heat conduction into the 
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wall until the PCM node by neglecting the sensible heat capacity. This assumption is as accurate as the 

thermal capacity of the left side of the wall is low.   

For the purpose, a more complex feedback loop was created in TRNSYS by writing the mathematical 

expression of Ql,e in an “assembly equation” that requires as input the outdoor climate data and the PCM 

temperature. In turn, this temperature is calculated by Type 1270 starting from Ql,e and Qr,e, which as usual is 

calculated by Type 56. 

 

Figure 7 - Model, simulation and electrical circuit scheme in TRNSYS for the integration of a PCM layer 

into an opaque external wall. 

 

The energy Ql,e was determined by means of the external surface heat balance of Eq. (26), while the external 

surface temperature in Eq. (27) was obtained by equaling Ql,e to the conductive heat flux between the 

external surface node and the PCM node. 
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Where,      is the PCM nodal temperature and    is the j-th thermal resistance of the z layers on the right 

side of the wall. 

When the PCM is placed on the internal or external surface in direct contact with the indoor or outdoor 

environment, the feedback loop proposed can still be used by introducing a virtual layer characterized by a 

very low thermal resistance and heat capacity. 

For the STB with the PCM layer placed on the internal surface of the floor, a virtual layer was introduced on 

the internal surface put before the PCM layer. 

EnergyPlus contains a more sophisticated model to predict the latent heat storage in a PCM layer. Compared 

to the Type 1270 model, the heat capacity method of EnergyPlus removes the assumption that the phase 

change phenomenon occurs at the specific melting temperature, as a pure material, but rather in a 

temperature range in which a variable heat capacity with the temperature is considered [19, 26, 27]. This heat 

capacity is detected at each time step from the enthalpy curve of the PCM layer with Eq. (28). EnergyPlus 

requires an only enthalpy curve to be used both in the fusion and solidification process. 
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The heat capacity is updated at each time step in Eq. (28) in the PCM nodes. Finally, EnergyPlus allows 

variation of thermal conductivity with temperature. As a consequence, it permits to set different 

thermophysical properties in the solid and liquid phase. 

Until recently, IDA-ICE did not permit to simulate a PCM layer. In 2015, EQUA Simulation AB introduced 

the “PCM-WALL” which implements a modified enthalpy method to take into account with the hysteresis 

phenomenon [28]. In particular, compared to EnergyPlus, IDA ICE requires both the solidification and 

fusion enthalpy curves and the enthalpy   
    is not only dependent on the current state but also on the 

previous state. The hysteresis is modelled with a further variable named mode to detect five different 

physical states: mode -2 solid phase; mode 2 liquid phase; mode -1 solidification phase; mode 0 inversion 
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during the solidification/fusion process; mode 1 fusion process. The heat capacity is determined as a function 

of the following variables: 

 

           
      

                                                                                 

 

Finally, IDA ICE considers different values of density and thermal conductivity in the liquid and solid phase 

and during the phase change, a mean value is considered. 

 

2.3.6 Lesson learned: alignment of the three tools 

To detect the actual accuracy of the three BPS tools in the comparison with the experimental results, some 

aspects require alignment in order to attribute the deviations in results only to the different accuracy of 

mathematical models implemented. In the building simulation setting, the aspects considered are the building 

geometric representation, the outdoor climate conditions, heat transfer parameters, and thermophysical 

properties of the PCM layer. 

 

2.3.6.1 Building geometric representation 

For the building 3D construction, TRNSYS employs a plug-in with Google Sketchup, EnergyPlus utilizes 

the DesignBuilder interface, while IDA ICE contains an integrated graphical interface, as shown in Figure 8.  

 

Figure 8 - 3D solar test box in the real conditions a), built-in Google Sketchup for TRNSYS b), in 

DesignBuilder for EnergyPlus c) and in the IDA ICE interface d). 

 

In Google Sketchup, starting from the net volume, all the external surfaces of the thermal zone are defined, 

see Figure 8b for the STB, while the setting of the wall thicknesses is made into TRnbuild starting from the 

internal surfaces. Consequently, the thermal zone volume and the internal surface areas are correctly 

represented, while the areas of external surfaces are lower than the actual ones. An identical approach is 

employed by IDA ICE; an STB 3D representation is highlighted in Figure 8d, with evidence as regards the 

neglecting of the actual external surface. Finally, DesignBuilder allows the user to choose: a gross, net, or 

also mean internal volume of the thermal zone; if the surface areas related to the internal side or external side 

of a wall are to be used. For the STB, the approach used in Google Sketchup and IDA ICE was replicated in 

Design Builder as shown n Figure 8c. 

 

2.3.6.2 Outdoor climate conditions 

As mentioned in Section 2.2, the experimental weather data useful for the STB thermal dynamic simulation 

are the external air humidity and temperature, normal direct solar radiation, horizontal diffuse solar radiation, 

and wind speed intensity and direction. In addition, the global solar radiation incident on the windowed 

vertical surface exposed to the south was measured. 

Since the list of input weather data required by the three tools is different, a preliminary analysis was 

developed in order to calculate all the missing weather data starting from those available. 

By means of the Types 33, in TRNSYS environment, all the psychometric parameters of the external air 

were calculated. Instead, the direct solar radiation on the horizontal plane was calculated starting from 

normal direct solar radiation through the determination of the incidence angle. 

To generate the fictive sky temperature, see Eq. (30), the recent Daguenet model [29] was employed and 

imported in all three tools, except for EnergyPlus that requires the corresponding infrared radiation coming 

from the sky. 
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Where, C is the cloudiness degree calculated as a function of the ratio of diffuse and global solar radiation on 

the horizontal plane [30], and pv vapour pressure function of the external air humidity and temperature. 

All these data were employed to build the experimental epw file required by EnergyPlus. Instead, the data 

required by IDA ICE are those acquired experimentally. Since the ground temperature is assumed to be the 

same as the external air temperature in IDA ICE, the same approach was used also in EnergyPlus and 

TRNSYS. 

Finally, to determine the global solar radiation on the STB surfaces differently oriented and inclined, the 

Perez model [31] for the diffuse component was selected in all the three tools. Since the opaque external 

walls are insulated, the main drive for the thermal exchange in STB thermal zone is the solar radiation 

entering through the windowed wall exposed to South. Since not all the tools permit to import the 

experimental values of the solar radiation on the inclined surfaces, verification was made. The global solar 

radiation on the southern orientation generated by the three tools was compared with that detected 

experimentally, as shown in Figure 9. 

 

Figure 9 – Comparison of the experimental global solar radiation on the horizontal plate and that calculated 

with TRNSYS, EnergyPlus and IDA ICE. 

 

The figure highlights that in all the three characteristic periods considered, the global solar radiation 

calculated by the three tools is very much in agreement with that experimentally detected, demonstrating the 

alignment of the three tools and Perez model accuracy. 

 

2.3.6.3 Heat transfer parameters 

As shown in Sections 2.3.1.1 and 2.3.2.1, IDA ICE employs specific models not changeable by the user to 

evaluate the external and internal convective heat transfer coefficients. In TRNSYS and EnergyPlus a value 

of 20 W/m
2
K was used for the external surface, while on the internal surface, the value of 3 W/m

2
K was used 

in EnergyPlus, and the internal calculation mode was active in TRNSYS. For the ground radiative heat 

transfer coefficient with the external surface of the STB floor value of hr,grd= 5 W/m
2
K was set. 

For the distribution of direct solar radiation entering through the window onto the internal wall of the thermal 

zone, the detailed mode in EnergyPlus was chosen to align it with TRNSYS. 

Finally, both in TRNSYS and EnergyPlus, the spectral and hemispherical optical properties of the window 

system and the optical properties as a function of the incidence angle were imported from WINDOW 

program. Instead, in IDA ICE, hemispherical constant values of the optical properties were associated. 

 

2.3.6.4 PCM thermophysical properties 

The parameters required by the PCM mathematical models implemented in the three tools were set in order 

to put them in similar conditions. The overall latent heat of fusion associated with the enthalpy curve, by 

excluding the sensible contribution, was set in TRNSYS in the phase change temperature range. Three 

different cases were considered by associating the melting peak temperature of 20 °C, the solidification peak 

temperature of 22 °C and the intermediate value of 21 °C as constant phase change temperature. On the other 

hand, three different enthalpy curves were set in EnergyPlus: the first one related to the fusion process, the 

second one related to the solidification process and the third one related to the mean values at each 

temperature calculated in the solidification and fusion processes. In IDA ICE, the solidification and fusion 

enthalpy curves were singularly imported. 

As regards, the other PCM thermophysical properties, a mean value in the solid and liquid phase was 

considered in TRNSYS, while they were set differently in the two phases in IDA ICE and EnergyPlus. 
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2.4 Accuracy indices 

As mentioned in Section 2.2, the experimental inner and outer surface glass temperatures, indoor air 

temperature, and internal surface floor temperature, for both the reference and PCM-based STBs, are used to 

estimate the accuracy of the three tools considered. For this purpose, three accuracy indices were calculated 

for each short-time experimental campaign and for each experimental measurement. The indices employed 

are the coefficient of determination R
2
, Eq. (31), root mean square error RMSE, Eq. (32), and normalized 

RMSE, Eq. (33). 
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Where,    is the i-th data measured,    is the i-th data simulated by the tools,  ̅ is the mean of the measured 

data and N is the number of data.    closer to one indicates that the tool correctly predicts the data sample 

values. 
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RMSE varies between zero and one: a value closer to zero indicates an absence of deviations between 

measured and simulated data. 

The normalized RMSE NRMSE, compared to the measured mean value  ̅, facilitates the comparison 

between measured and simulated values with different scales.  
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Finally, a comprehensive accuracy metric is defined to provide a rank between the three BPS tools. In an 

analogous manner of the procedure proposed by Zhou [32], a sole accuracy index calculated starting from 

the R
2
 and RMSE was used. The NRMSE was not considered since has the same qualitative behaviour of the 

associated RMSE. First of all, for each couple of R2 and RMSE, namely for the c-th case (corresponding to a 

fixed BPS tool, measured temperature and measurement period), standardization is required to make them 

both variable between 0 and 1, as reported in Eq. (34). 
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Where, r2c and rmsec are the standardized values of R2 and RMSE,    
    and      

   , and    
    and 

     
    are, respectively, the corresponding maximum and minimum values obtained in the different 

cases.  

The expressions for r2c and rmsec are different since the RMSE accuracy decrease as their values increase, 

the distribution with the smallest values on these metrics will have a normalized value of one. Meanwhile, 

the R2 accuracy, increase as their values increase, thus the distribution model with the largest values on these 

statistics will have a normalized value of one. 
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The accuracy index AIc for the c-th case, namely for a specific BPS tool, measured temperature and 

measurement period, is the weighted sum of the standardized r2 and rmse and it is defined in the following 

equation: 

                                                                                         

 

Where,     and       are respectively the r2 and rmse weights, of which sum is one. 

Finally, the overall accuracy index AI in the different measurement periods p, namely for a specific BPS tool 

and measured temperature, is calculated as a weighted sum of the accuracy indices AIc with identical weight: 
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3 Results 

3.1 Solar test box without PCM 

3.1.1 Accuracy of the three tools 

Figures 10-12 show, for the experimental campaigns made respectively in September, November and 

December on the reference STB, the comparison between experimental and simulated trends of the internal 

air temperature, and glass internal and external surface temperatures respectively from the top to the bottom. 

 

Figure 10 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in September for the reference STB. 

 

Figure 11 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in November for the reference STB. 

 

Figure 12 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in December for the reference STB. 

 

For reference STB, the results of the BPS tools are particularly overlapped with each other and with 

experimental trends, demonstrating an excellent agreement. In general, for the internal air temperature and 

glass internal surface temperature, the slight deviations between simulated and experimental trends are to be 

associated with the values attributed to some thermal quantities, such as the internal convective heat transfer 

coefficient and sky temperature. In particular, these quantities were modelled with appropriate models since 

experimental data to be provided to the tools were not available. In addition, the infiltration flow rates, 

assumed constant and equal to 0.5 vol/h, are variable in time as a function of the intensity and direction of 

the wind speed. For this reason, a further analysis was conducted to evaluate the impact of the air infiltration 

flow rates on the internal air temperature trend by considering a variation range between 0 vol/h and 3 vol/h. 

In particular, only the TRNSYS tool was used since the results of the three tools are comparable. Figure 13 

highlights the simulated internal air temperature trend modifications in comparison to the experimental one 

by varying the air infiltration flow rates. In the images, I0 and I30 indicate, respectively, the simulated 

internal air temperature by setting 0 vol/h and 3 vol/h. 

 

Figure 13 – Simulated internal air temperature trend for different air infiltration flow rates. 

 

In all three periods, the air infiltration flow rate increase leads to a reduction of the internal air temperature 

during the daylight hours, while the effect produced on the nocturnal internal air temperature is negligible, 

being the internal air temperature very close to the external one since the envelope is almost devoid of 

thermal inertia. In the three periods, the value of air infiltration flow rate that permits to align the 
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experimental trend with the simulated one is different. This demonstrates that the air infiltration flow rate is 

variable during the time and the deviations observed are also to be attributed to the constant value set in the 

simulations. 

In conclusion, the deviations observed during the daylight hours are to be attributed especially to the 

constancy and value set for the air infiltration flow rate, and, in a less extensive manner, also to the 

approaches used to model the optical and thermal transfer through glass system and to distribute the solar 

radiation into the STB. Instead, during the night hours, being the internal air temperature almost independent 

of infiltration flow rate, the deviations are mainly owing to the models used to calculate the variable internal 

convective heat transfer coefficient, sky temperature and to the conductive heat transfer model in the walls. 

These models are also responsible for the slight differences between the results of the three tools. Similar 

considerations way can be extended also to the glass internal surface temperature.  

The measurements show generally also larger surface temperatures on the exterior side of the window 

exposed to the South than what was simulated. At the same time, there is an excellent agreement between the 

simulated and measured global radiation on the southern exposure for the same period. The TT500 

thermistor located on the outer side of the glass has been fixed to the glass using a high reflective aluminium 

tape in order to reduce the solar radiation influence on the temperature measurement. However, this 

precaution did not completely prevent the sensor heating caused by the incident solar radiation and the 

measurement to be affected by a systematic error as evidenced by the comparison with the simulated 

temperature profiles. 

To highlight this phenomenon, Figure 14 shows how the systematic error (ΔT, the difference between 

experimental and simulate internal air temperature) changes as a function of the global solar radiation 

incident of the southern wall Gs by considering, for each simulation tool, data of all the three periods 

considered. 

 

Figure 14 - Systematic error for each tool on the glass exterior surface temperature as a function of the 

incident global solar radiation on the southern wall by considering data of all the three periods considered. 

 

As it can be noticed, an increase of the incident solar radiation leads to a growth of the systematic error 

demonstrating how, in this case, the tools are more accurate than the experimental measures. However, these 

measurements are a useful reference to validate the simulations, especially during the nocturnal hours. In 

fact, as can be observed in the images, for all three tools, the absence of solar radiation during the nocturnal 

hours Gs=0 leads to the least deviation ΔT, which is very close to zero. 

Figures 15-17 report, for the experimental campaigns made respectively in September, November and 

December on the reference STB, the values of R
2
, RMSE and RMSE calculated by the three BPS tools for 

each measured temperature. 

 

Figure 15 – Accuracy indices in September for the reference STB. 

 

Figure 16 – Accuracy indices in November for the reference STB. 

 

Figure 17 – Accuracy indices in December for the reference STB. 

 

From a quantitative point of view, TRNSYS and EnergyPlus highlight generally the best accuracy to 

determine the glass internal and external surface temperatures owing to the more sophisticated models used 

than that used by IDA ICE. Generally, in the absence of the PCM module, the three BPS tools show high 

accuracy and can be considered comparable if the internal air temperature is used for the comparison.  

Globally,  
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 for the internal air temperature in September, the lowest RMSE and NRMSE of 2.027 °C and 7.522% is 

obtained by using TRNSYS, in November and December, the minimum RMSE values of 2.038 °C and 

2.374 °C, minimum NRMSE of 10.367 % and 18.905 %, and maximum R
2
 of 0.975 and 0.984 occur 

always by employing IDA ICE. 

 for the glass internal surface temperature, TRNSYS highlights the minimum RMSE of 2.364 °C in 

September and the minimum NRMSE of 9.493 %, IDA ICE leads to the lowest values of RMSE and 

RMSE in November and December, instead, EnergyPlus shows the highest R
2
 in September and 

November. 

 for the glass external surface temperature, IDA ICE guarantees always the minimum RMSE and 

NRMSE values and the maximum R
2
 values. 

 

3.2 Solar test box with PCM 

3.2.1 Effect of the melting temperature in TRNSYS 

When the test box is equipped by the PCM module, TRNSYS permits to set a latent heat of 

fusion/solidification at a specific phase change temperature, by neglecting the phase change temperature 

range. To identify the best phase change temperature in the prediction of the experimental data, a preliminary 

investigation was developed by varying the phase change temperature from 20 °C to 22°C. Table 4 reports 

for each experimental campaign period the accuracy index AIi and the overall AI obtained for the different 

measured temperatures. 

 

Table 4 – Accuracy index and overall accuracy index by varying the phase change temperature in TRNSYS. 

 

The table highlights the different optimal phase change temperatures by considering the different measured 

temperatures. For the aim of this section, the best phase change temperature must be selected by considering 

the most representative measure for the phase change phenomenon detection. By employing the PCM floor 

internal surface temperature, the highest overall accuracy index was obtained with a phase change 

temperature of 21 °C, the intermediate value between the peak phase change temperature of the 

heating and cooling h-T curves. This value is considered for the comparison with the other BPS 

tools. 

 

3.2.2 Effect of the enthalpy-temperature curve in EnergyPlus 

When the test box is equipped by the PCM module, EnergyPlus permits to set a sole enthalpy-temperature 

curve, by neglecting the hysteresis phenomena. To identify the best curve in the prediction of the 

experimental data, a preliminary investigation was developed by using the fusion, solidification and average 

enthalpy-temperature curve. Table 5 reports for each experimental campaign period the accuracy index AIi 

and the overall AI obtained for the different measured temperatures. 

 

Table 5 – Accuracy index and overall accuracy index by using the fusion, solidification and average 

enthalpy-temperature curve in EnergyPlus. 

 

The table highlights the different optimal h-T curves by considering the different measured temperatures. For 

the aim of this section, the best phase change temperature must be selected by considering the most 

representative measure for the phase change phenomenon detection. By employing the PCM floor internal 

surface temperature, the highest overall accuracy index was obtained with the average h-T curve 

between the heating and cooling h-T curves. This curve is considered for the comparison with the 

other BPS tools. 
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3.2.3 Accuracy of the three tools 

 

Figures 18-20 show, for the experimental campaigns made respectively in September, November and 

December on the PCM-based STB, the comparison between experimental and simulated trends of the 

internal air temperature, and glass internal and external surface temperatures respectively from the top to the 

bottom. 

 

Figure 18 – Comparison of the experimental and simulated trends of the internal air temperature, glass 

internal and external surface temperatures, and PCM floor internal surface temperature in September for 

the PCM STB. 

 

Figure 19 – Comparison of the experimental and simulated trends of the internal air temperature, glass 

internal and external surface temperatures, and PCM floor internal surface temperature in November for the 

PCM STB. 

 

Figure 20 – Comparison of the experimental and simulated trends of the internal air temperature, glass 

internal and external surface temperatures, and PCM floor internal surface temperature in December for the 

PCM STB. 

 

The PCM placed on the floor allows the STB to dampen the temperature fluctuation both in summer and 

winter period. In particular, the thermal excursion of the internal air temperature, the difference between the 

maximum and minimum temperature, is reduced from 44°C to 35 °C, from 38°C to 26 °C, and from 49 °C to 

36°C respectively in September, November and December.  

The surface floor temperature establishes that: 

 in September, the PCM panel is prevalently in the liquid phase and a solidification process occurs during 

the late evening of each day when the external air temperature decreases and solar radiation is nil. This 

process does not complete because the cooling effect produced by the external longwave radiation and 

convective is not enough, and the PCM panel recovers the liquid phase in the morning. 

 In November, the PCM is always in phase change with partial fusions and solidifications. 

 In December, the PCM panel is always solid in the cloudy day, while it stores the solar radiation passing 

through the window incident on the floor in the other days allowing a complete phase change from the 

solid phase to the liquid phase. This process starts in the late morning and ends in the late afternoon 

when the PCM return in the solid phase releasing all the latent heat stored. 

Overall, in the cold periods, the weather conditions and the phase change temperature allows exploiting the 

phase change better than the warm season. Consequently, the major deviations between the three BPS tools 

can be mainly appreciated in December and November owing to the different hypothesis formulated in the 

model definition. In particular, the effect of the constant melting temperature of the TRNSYS model can be 

highlighted by observing the higher internal air temperature during the solidification process and the lower 

internal air temperature during the fusion process. This is a consequence of the floor surface temperature that 

is constrained to remain constant, by influencing the internal air temperature, even when, during the fusion 

process, the floor temperature should be increased and during the solidification process should be decreased. 

As demonstrated by the results in terms of PCM surface temperature, the assumption described in Section 

2.3.5, related to the absence of thermal capacity in the outermost side of the floor needed for the adaptation 

of the Type 1270 in TRNSYS to predict the thermal behaviour of a PCM placed into an external wall, can be 

retained acceptable. In fact, the insulation and plywood layers have a very low thermal capacity. 

Consequently, the deviations observed compared with the results of the other tools are to be associated with 

only the hypothesis of the simplified model incorporated into Type 1270 for the PCM layer in TRNSYS. 
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At the end of the phase change process, all the three tools are again overlapped since the latent heat stored 

and released only depends on the thermal power quantity incident the floor. 

Instead, the EnergyPlus model tends to provide lower air internal temperature than the experimental ones 

during the solidification process because a unique enthalpy-temperature function for the heating and cooling 

process was introduced. In this way, if the sole fusion curve or a mean curve is set, the material completes 

the solidification process before owing to the higher value of phase change temperatures. The deviation to 

the experimental trend depends on the difference between the solidification and fusion latent heat, namely on 

the hysteresis phenomenon.  

Finally, the enthalpy hysteresis model of IDA ICE allows obtaining the best prediction of the thermal 

behaviour of the PCM STB from a qualitative point of view. 

Figures 21-23 report, for the experimental campaigns made respectively in September, November and 

December on the PCM-based STB, the values of R
2
, RMSE and RMSE calculated by the three BPS tools for 

each measured temperature. 

 

Figure 21 – Accuracy indices in September for the PCM STB. 

 

Figure 22 – Accuracy indices in November for the PCM STB. 

 

Figure 23 – Accuracy indices in December for the PCM STB. 

 

The experimental trend of the PCM floor internal surface temperature is missing in September, while the 

glass internal surface temperature is missing in November and December since the thermistor placed on the 

glass internal surface of the PCM-base STB in September successively was moved on the PCM floor internal 

surface. The symbol N.A. is used to report the missing data. 

From a qualitative point of view, IDA ICE is generally the best tool to predict the PCM-based STB. The 

PCM floor internal surface temperature highlights the highest accuracy of IDA ICE compared to the other 

BPS tools since the accuracy indices are very different. This difference between IDA ICE and the other BPS 

tools is also present for the other measured temperatures, although it is less significant. 

Globally, IDA ICE highlights the lowest RMSE and NRMSE values and the highest R
2
 values in all periods 

for all measured temperatures, except for the internal air temperature in September for which EnergyPlus 

provides the minimum RMSE value of 2.443 °C. It is worth mentioning the significant reduction of the R
2
 

and increase of the RMSE and NRMSE values for EnergyPlus and, especially, TRNSYS by comparing data 

with those of the case in the absence of PCM. 

 

3.3 Overall accuracy index and BPS tool ranking 

To complete the analysis and to establish a ranking among the BPS tools, both for the reference and PCM-

based STB, the accuracy index was calculated for each experimental campaign period, BPS tool and 

measured temperature, while the overall accuracy index for each BPS tool and measured temperature. The 

results for the reference and PCM-based STB are respectively reported in Tables 6 and 7. 

 

Table 6 – For the reference STB, accuracy index and overall accuracy index for the three BPS tools. 

 

Table 7 – For the PCM-based STB, accuracy index and overall accuracy index for the three BPS tools. 

 

In the absence of PCM, Table 6 highlights that the three BPS tools are strongly comparable and the best one 

depends prevalently on the experimental campaign period. In fact, in the warm period, TRNSYS assumes the 

highest accuracy indices, while in the cold periods IDA ICE leads to the highest accuracy indices. Instead, if 

the overall accuracy index is considered, IDA ICE is the best tool in all periods. 
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In the presence of PCM, Table 7 shows that IDA ICE guarantees almost the same accuracy obtainable in the 

absence of PCM, while the other tools provide lower accuracies. Consequently, in this case, IDA ICE is 

strongly recommendable for dynamic simulation, followed with a lower accuracy by EnergyPlus. Finally, 

TRNYS leads to the worst accuracy owing to the least sophisticated PCM model used.  

 

4 Conclusions 

This paper proposes a comparison between the most popular building performance simulation tools, 

EnergyPlus, IDA ICE and TRNSYS, with the experimental data provided by two STBs, devoid of and 

equipped with a PCM module on the floor, in three different warm, intermediate, and cold periods. 

Measurements of the internal air temperature, glass internal and external surface temperature and floor 

internal surface temperature are used for this purpose. 

A comprehensive examination of the mathematical models used by the BPS tools considered was carried out 

related to the conductive, convective and longwave and shortwave heat exchanges between the envelope and 

the indoor and outdoor environment. TRNSYS and EnergyPlus can be considered the most sophisticated in 

the modelling of direct solar radiation passing through the window since it considers variable optical 

properties with incidence angle and TRNSYS also in terms of treatment of direct and diffuse solar radiation 

distribution into a zone. Contrarily, IDA ICE does not take into account the directionality effects of direct 

solar radiation, while EnergyPlus is the least accurate from a point of view of diffuse solar radiation 

modelling into a thermal zone. However, IDA ICE and EnergyPlus contain PCM models much more 

accurate than that of TRNSYS, which was modified to predict the thermal behaviour of a PCM also 

incorporated in an external wall. 

For reference STB, the results of the BPS tools are particularly overlapped with each other and with 

experimental trends, demonstrating an excellent agreement. The slight deviations observed between 

experimental and simulated trends are to be associated with the setting of some thermal quantities not easily 

detectable experimentally, such as the infiltration flow rate, internal and external convective surface heat 

transfer coefficient, sky temperature, and with the measurement error of sensors. 

Instead, in the presence of PCM, the three tools provide different agreement according to the tool employed. 

Overall, the considerations and comparisons made on the employed mathematical models by the three tools  

find confirmation in the experimental investigation made: 

 for the reference STB, TRNSYS leads to the best prediction in September, when the directionality 

effects of the solar radiation through the windowed wall are very incisive in the calculation of the 

thermal response of the zone owing to the high incident angle caused by the high sun elevation angle that 

produces a strong variation of the glass optical properties;  

 for the PCM STB, IDA ICE turned out the most accurate tool since, owing to the small dimensions of 

the STB, the latent storage phenomenon is predominant compared the other heat transfer mechanisms in 

the determination of the internal air temperature. 

The research has provided, by means of the use of standard statistical metrics, a ranking between the BPS 

tools, by evaluating RMSE, NRMSE and R
2
 for the STB devoid of PCM and that including the PCM panel. 

The use of the accuracy index by varying the experimental period and the overall accuracy overall proposed 

led to the following conclusions: 

 In the absence of PCM, the three BPS tools are strongly comparable and the best one depends 

prevalently on the experimental campaign period. In fact, in the warm period, TRNSYS assumes the 

highest accuracy indices, while in the cold periods IDA ICE leads to the highest accuracy indices. 

Instead, if the overall accuracy index is considered, IDA ICE is the best tool in all periods. 

 In the presence of PCM, IDA ICE guarantees almost the same accuracy obtainable in the absence of 

PCM, while the other tools provide lower accuracies. Consequently, in this case, IDA ICE is strongly 

recommendable for dynamic simulation, followed with a lower accuracy by EnergyPlus. Finally, 

TRNYS leads to the worst accuracy owing to the least sophisticated PCM model used. However, 
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although it does not allow temperature trends during the phase change to be predicted exactly, it allows 

the overall latent heat stored and released to be computed enough accurately by requiring only a few 

thermophysical data and the lowest computational cost. 

 

Nomenclature 

Symbols 

a, b, c  constants for convective heat (-) 

as, bs, cs and ds conduction coefficients 

A  diagonal matrix of internal surface area (m
2
) 

     glass surface (m
2
) 

    i-th internal surface area (m
2
) 

AI  overall accuracy index (-) 

     accuracy index of the c-th case (-) 

        PCM specific heat capacity at solid or liquid state (J/kgK) 

   cloudiness degree (-) 

    air heat capacity (J/K) 

    material heat capacity at constant pressure (J/K) 

F  view factor matrix (-) 

      air view factor (-) 

      ground view factor (-) 

      ScriptF coefficient between surfaces i e j 

      sky view factor (-) 

    beam, solar radiation on the inclined surface (W/m
2
) 

    diffuse solar radiation on the inclined surface (W/m
2
) 

         solar Gebhart matrix (-) 

    reflected solar radiation on the inclined surface (W/m
2
) 

Glw  Gebhart matrix (-) 

        external surface convective heat transfer coefficient (W/m
2
K) 

       internal surface convective heat transfer coefficient (W/m
2
K) 

        ground radiative heat transfer coefficient (W/m
2
K) 

        sky radiative heat transfer coefficient (W/m
2
K) 

H  enthalpy (J/kg) 

         diffuse solar radiation transmitted through the window surface (W/m
2
) 

k  material thermal conductivity (W/mK) 

   constant for convective heat (W/m
2
K

1/m
) 

 ̅  mean of the measured data 

    i-th data measured 

      PCM mass (kg) 

   number of data 

       normalized RMSE (-) 

p  number of previous time instants (-) 

    vapour pressure (Pa) 

         net longwave absorption matrix (-) 

       net shortwave net absorption matrix (-) 

P  number of experimental campaign periods (-) 

   heat flux (W/m
2
) 
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q’f  surface heat flux from the floor devoid of PCM (W/m
2
) 

       convective heat flux to the external air (W/m
2
) 

       conduction heat flux through the wall at the interface with the outdoor environment (W/m
2
) 

       convective heat flux to zone air (W/m
2
) 

       conduction heat flux through the wall at the interface with the zone air (W/m
2
) 

          longwave radiative exchange with the air (W/m
2
) 

         longwave radiative exchange with the ground (W/m
2
) 

       net longwave radiation heat flux exchange with the surroundings (W/m
2
) 

       net longwave radiant exchange heat flux between zone surfaces (W/m
2
) 

         longwave radiative exchange with the sky (W/m
2
) 

qPCM  PCM floor surface heat flux (W/m
2
) 

        direct and diffuse solar radiation absorbed by the external surface (W/m
2
) 

        transmitted solar radiation through the windows absorbed by the internal surface (W/m
2
) 

          diffuse solar radiation in the cavity (W) 

    convective gain from the eastern internal surface (W) 

    convective gain from the floor internal surface (W) 

      convective gain from the glass internal surface (W) 

      infiltration heat gain (W) 

      energy coming from the left side of the PCM layer (J) 

       net absorbed longwave radiant heat flux between zone surfaces (W) 

        net longwave radiation exchange between the surface i and surface j 

    convective gain from the northern internal surface (W) 

    convective gain from the roof internal surface (W) 

      energy coming from the right side of the PCM layer (J) 

      convective gain from internal surfaces (W) 

    convective gain from the southern internal surface (W) 

      overall STB convective thermal power (W) 

    convective gain from the western internal surface (W) 

r  density (kg/m
3
) 

r2  standardized R
2
  (-) 

rmse  standardized RMSE  (-) 

    coefficient of determination (-) 

    j-th thermal resistance (m
2
K/W) 

RMSE  root mean square error (-) 

    i-th data simulated 

Sf  floor surface (m
2
) 

SPCM  PCM floor surface (m
2
) 

t  time (s) 

   temperature (K) 

 ̂  internal surface temperature vector (K) 

      external air temperature (K) 

      internal air temperature (K) 

       fictive temperature of the surroundings (K) 

      ground temperature (K) 

    i-th internal surface temperature (K) 

    j-th internal surface temperature (K) 
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       PCM temperature (K) 

      external surface temperature (K) 

      internal surface temperature (K) 

      sky temperature (K) 

   wind speed (m/s) 

    free stream wind speed (m/s) 

     r2 weight  (-) 

       rmse weight  (-) 

    black body emissive power (W) 

   constant for convective heat (-) 

z  z-th layers (-) 

 

Greek Symbols 

    absorptivity of the external surface (-) 

    absorptivity of the i-th internal surface (-) 

    time step (s) 

    space step in the wall (m) 

     longwave surface emissivity (-) 

      emissivity of the external surface (-) 

     shortwave surface emissivity (-) 

ρlw  longwave surface reflectivity (-) 

ρsw  shortwave surface reflectivity (-) 

   Stefan-Boltzmann constant (W/m
2
K

4
) 

 

Superscripts  

k  k-th previous time instants 

min  minimum value 

max  maximum value 

n  n-th time instant 

 

Subscripts 

c  c-th case 

i  i-th node of the wall 

j  j-th node of the wall 
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Materials 
r  

kg/m
3
 

k  

W/mK 

cp  

J/kgK 

ε 

- 

α 

- 

Plywood 545 0.120 1215 0.900 0.200 

Insulation 36 0.024 1453 0.900 0.500 

Glass 2400 1.000 800 0.837 0.177 

Air 1.2 0.0241 1005 - - 

Table 1: Thermophysical and optical properties of the wall layers of the solar test box. 
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SP21E thermophysical properties Value 

Specific heat capacity  (kJ/kgK) 2.0 

Solid density (at 15°C) (kg/l) 1.5 

Liquid density (at 35°C) (kg/l) 1.4 

Thermal conductivity (W/mK) 0.6 

Maximum operation temperature (°C) 45 

Table 2: Thermophysical properties of the PCM layer. 

 

STB measurements Device Accuracy 

Internal air temperature TT500 thermistors ±0.2°C 

External and internal surface 

temperature of the glass 
TT500 thermistors ±0.2°C 

Internal surface temperature of the 
floor 

TT500 thermistors ±0.2°C 

Weather measurements Device Accuracy 

Normal direct solar radiation 

Kipp&Zonen first class CH1 

pyrheliometer mounted on a 
2AP sun tracker 

±2% 

Horizontal diffuse solar radiation 

Secondary standard CM21 

shielded pyranometer mounted 

on a 2AP sun tracker 

±3%  a 1000 W/m
2
 

Global solar radiation on the vertical 

southern surface 
silicon cell pyranometer ±5 % 

External air temperature 
Rotronic Hygroclip2 sensor 

±0.1°C 

External air humidity ±0.8 % 

Wind speed intensity 
model 7911 anemometer  

±1 m/s 

Wind speed direction ±7° 

Table 3 – Measurement devices in the solar test box and outdoor environment. 
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 Phase change temperature 
20 °C 

Phase change temperature 
21 °C 

Phase change temperature 
22 °C 

Internal air temperature 

 Accuracy index AIc 
September 0.673 0.674 0.670 
November 0.773 0.811 0.823 
December 0.619 0.625 0.630 

 Overall accuracy index AI 
All 0.688 0.703 0.708 

Glass internal surface temperature 

 Accuracy index AIc 
September 0.805 0.804 0.801 
November N.A. N.A. N.A. 
December N.A. N.A. N.A. 

 Overall accuracy index AI 
All 0.805 0.804 0.801 

Glass external surface temperature 

 Accuracy index AIc 
September 0.491 0.489 0.487 
November 0.826 0.824 0.824 
December 0.727 0.727 0.727 

 Overall accuracy index AI 
All 0.682 0.680 0.679 

PCM floor internal surface temperature 

 Accuracy index AIc 
September N.A. N.A. N.A. 
November 0.449 0.417 0.310 
December 0.209 0.256 0.303 

 Overall accuracy index AI 
All 0.329 0.337 0.307 

Table 4 – Accuracy index and overall accuracy index by varying the phase change temperature in TRNSYS. 
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 Fusion h-T curve Solidification h-T curve average h-T curve 

Internal air temperature 

 Accuracy index AIc 
September 0.795 0.835 0.811 
November 0.925 0.935 0.934 
December 0.812 0.821 0.817 

 Overall accuracy index AI 
All 0.844 0.864 0.854 

Glass internal surface temperature 

 Accuracy index AIc 
September 0.833 0.861 0.847 
November N.A. N.A. N.A. 
December N.A. N.A. N.A. 

 Overall accuracy index AI 
All 0.833 0.861 0.847 

Glass external surface temperature 

 Accuracy index AIc 
September 0.455 0.463 0.456 
November 0.804 0.806 0.804 
December 0.708 0.707 0.707 

 Overall accuracy index AI 
All 0.656 0.659 0.656 

PCM floor internal surface temperature 

 Accuracy index AIc 
September N.A. N.A. N.A. 
November 0.766 0.675 0.755 
December 0.568 0.593 0.589 

 Overall accuracy index AI 
All 0.667 0.634 0.672 

Table 5 – Accuracy index and overall accuracy index by using the fusion, solidification and average 

enthalpy-temperature curve in EnergyPlus. 

 

 Internal air temperature Glass internal surface temperature Glass external surface temperature 

 IDA ICE TRNSYS EnergyPlus IDA ICE TRNSYS EnergyPlus IDA ICE TRNSYS EnergyPlus 

AIc 

September 0.875 0.885 0.786 0.792 0.840 0.824 0.727 0.633 0.601 

November 0.867 0.729 0.695 0.776 0.725 0.693 0.868 0.800 0.774 

December 0.840 0.684 0.611 0.701 0.672 0.605 0.833 0.704 0.675 

AI 
All 0.861 0.766 0.697 0.756 0.746 0.708 0.809 0.712 0.684 

Table 6 – For the reference STB, accuracy index and overall accuracy index for the three BPS tools. 
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Internal air 

temperature 
Glass internal 

surface temperature 
Glass external 

surface temperature 
PCM floor internal 

surface temperature 

 IDA ICE TRNSYS EnergyPlus IDA ICE TRNSYS EnergyPlus IDA ICE TRNSYS EnergyPlus IDA ICE TRNSYS EnergyPlus 

AIc 

September 0.795 0.674 0.811 0.788 0.804 0.847 0.604 0.489 0.456 N.A. N.A. N.A. 

November 0.975 0.811 0.934 N.A. N.A. N.A. 0.868 0.824 0.804 0.894 0.417 0.755 

December 0.846 0.625 0.817 N.A. N.A. N.A. 0.831 0.727 0.707 0.665 0.256 0.589 

AI 
All 0.872 0.703 0.854 0.788 0.804 0.847 0.768 0.680 0.656 0.779 0.337 0.672 

Table 7 – For the PCM-based STB, accuracy index and overall accuracy index for the three BPS tools. 
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Figure 1 – Schematic view of the experimental and simulation campaign. 
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Figure 2 – Real 3D view, and 2D section planes and views of the PCM-based solar test box. 
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Figure 3 – Enthalpy and specific heat capacity as a function of the temperature for a heating and cooling 

process. 
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Figure 4 – Weather conditions in the three periods of the experimental campaign. 
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Figure 5 – Equivalent external air temperature in the three experimental campaigns compared with 

the melting and solidification peak temperatures. 
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Figure 6 - Model and simulation scheme in TRNSYS for the integration of a PCM layer into an opaque 

internal wall. 
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Figure 7 - Model, simulation and electrical circuit scheme in TRNSYS for the integration of a PCM layer into 

an opaque external wall. 
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Figure 8 - 3D solar test box in the real conditions a), built-in Google Sketchup for TRNSYS b), in 

DesignBuilder for EnergyPlus c) and in the IDA ICE interface d). 
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Figure 9 – Comparison of the experimental global solar radiation on the horizontal plate and that calculated 

with TRNSYS, EnergyPlus and IDA ICE. 
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Figure 10 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in September for the reference STB. 

 

 

                  



43 
 

Figure 11 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in November for the reference STB. 

 

 

  

                  



44 
 

Figure 12 – Comparison of the experimental and simulated trends of the internal air temperature, and glass 

internal and external surface temperatures in December for the reference STB. 
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Figure 13 – Simulated internal air temperature trend for different air infiltration flow rates. 

 

  

                  



46 
 

Figure 14 - Systematic error for each tool on the glass exterior surface temperature as a function of the 

incident global solar radiation on the southern wall by considering data of all the three periods considered. 
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Figure 15 – Accuracy indices in September for the reference STB. 
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Figure 16 – Accuracy indices in November for the reference STB. 
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Figure 17 – Accuracy indices in December for the reference STB. 
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Figure 18 – Comparison of the experimental and simulated trends of the internal air temperature, glass internal and external surface temperatures, and PCM 

floor internal surface temperature in September for the PCM STB. 
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Figure 19 – Comparison of the experimental and simulated trends of the internal air temperature, glass internal and external surface temperatures, and PCM 

floor internal surface temperature in November for the PCM STB. 
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Figure 20 – Comparison of the experimental and simulated trends of the internal air temperature, glass internal and external surface temperatures, and PCM 

floor internal surface temperature in December for the PCM STB. 
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Figure 21 – Accuracy indices in September for the PCM STB. 
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Figure 22 – Accuracy indices in November for the PCM STB. 
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Figure 23 – Accuracy indices in December for the PCM STB. 

 

 

                  




